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Abstract

Range imaging offers an inexpensive and accurate means for
digitizing the shape of three-dimensional objects. Because most
objects self occlude, no single range image suffices to describe the
entire object. We present a method for combining a collection of
rangeimagesinto asingle polygona meshthat completely describes
an object to the extent that it is visible from the outside.

The stepsin our method are: 1) align the mesheswith each other
using amodified iterated closest-point algorithm, 2) zipper together
adjacent meshesto form acontinuous surfacethat correctly captures
the topology of the object, and 3) compute local weighted averages
of surface positions on al meshes to form a consensus surface
geometry.

Our system differs from previous approaches in that it is incre-
mental; scans are acquired and combined one at a time. This
approach allows us to acquire and combine large numbers of scans
with minimal storage overhead. Our largest models contain up to
360,000 triangles. All the steps needed to digitize an object that
requiresupto 10 range scanscan be performed using our systemwith
fiveminutesof user interactionand afew hoursof computetime. We
show two models created using our method with range data from a
commercial rangefinder that employs laser stripe technology.

CR Categories: 1.3.5[Computer Graphics]: Computational Geom-
etry and Object Modelling.

Additional Key Words: Surface reconstruction, surface fitting,
polygon mesh, range images, structured light range scanner.

1 Introduction

This paper presents amethod of combining multiple views of an
object, captured by arange scanner, and assembling these viewsinto
one unbroken polygonal surface. Applications for such a method
include:

« Digitizing complex objectsfor animationand visual simulation.

« Digitizing the shape of afound object such asan archaeol ogical
artifact for measurement and for dissemination to the scientific
community.
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« Digitizing human external anatomy for surgical planning,
remote consultation or the compilation of anatomical atlases.
« Digitizing the shape of a damaged machine part to help create

areplacement.

There is currently no procedure that will allow a user to easily
capture a digital description of a physical object. The dream tool
would alow one to set an industrial part or a clay figure onto a
platform, press a button, and have a complete digital description of
that object returned in a few minutes. The reality is that much
digitization is done by a user painstakingly touching a 3D sensing
probe to hundreds or thousands of positions on the object, then
manually specifying the connectivity of these points. Fortunately
range scanners offer promise in replacing this tedious operation.

A range scanner is any device that senses 3D positions on an
object’s surface and returns an array of distance values. A range
image is an mxn grid of distances (range points) that describe a
surface either in Cartesian coordinates (aheight field) or cylindrical
coordinates, with two of the coordinates being implicitly defined by
theindices of the grid. Quite anumber of measurement techniques
can be used to create a range image, including structured light,
time-of-flight lasers, radar, sonar, and several methods from the
computer vision literature such as depth from stereo, shading, tex-
ture, motion and focus. The rangeimages used to create the models
in this paper were captured using structured light (described later),
but our techniques can be used with any range images where the
uncertainties of the distance values are smaller than the spacing
between the samples.

Range scanners seem like a natural solution to the problem of
capturing a digital description of physical objects. Unfortunately,
few objects are simple enough that they can be fully described by a
single range image. For instance, a coffee cup handle will obscure
a portion of the cup’s surface even using a cylindrical scan. To
capturethe full geometry of amoderately complicated object (e.g. a
clay model of acat) may require as many as a dozen range images.

Therearetwomainissuesin creating asinglemodel frommultiple
range images: registration and integration. Registration refers to
computing arigid transformation that brings the points of onerange
imageinto alignment with the portionsof asurfacethat isshareswith
another rangeimage. Integration isthe process of creating asingle
surface representation from the sample points from two or more
range images.

Our approach to registration usesan iterative processto minimize
the distance between two triangle meshes that were created from the
rangeimages. We accelerate registration by performing the match-
ing on a hierarchy of increasingly more detailed meshes. This
method allows an object to be scanned from any orientation without
the need for a six-degree-of-freedom motion device.



We separate the task of integration into two steps: 1) creating a
mesh that reflects the topology of the object, and 2) refining the
vertex positionsof the mesh by averaging the geometric detail that is
presentinall scans. We capturethetopology of an object by merging
pairs of triangle meshes that are each created from a single range
image. Merging begins by converting two meshes that may have
considerable overlap into a pair of meshes that just barely overlap
along portions of their boundaries. Thisisdone by simultaneously
eating back the boundariesof each meshthat liedirectly ontop of the
other mesh. Next, the meshes are zippered together: the triangl es of
one mesh are clipped to the boundary of the other mesh and the
vertices on the boundary are shared. Onceall the meshes have been
combined, weallow all of the scansto contributeto the surface detail
by finding the consensus geometry. Thefinal position of avertex is
found by taking an average of nearby positions from each of the
original rangeimages. Theorder inwhichwe perform zippering and
consensus geometry is important. We deliberately postpone the
refinement of surface geometry until after the overall shape of the
object hasbeen determined. Thiseliminatesdiscontinuitiesthat may
be introduced during zippering.

The remainder of this paper is organized as follows. Section 2
describes previous work on combining range images. Section 3
covers the basic principles of a structured light range scanner.
Section 4 presents the automatic registration process. Section 5
describes zippering meshes into one continuous surface. Section 6
describes how surface detail is captured through consensus geom-
etry. Section 7 shows examples of digitized models and compares
our approach to other methods of combining range data. Section 8
concludes this paper by discussing future work.

2 Previous Work

There is a great deal of published work on registration and
integration of depth information, particularly inthevision literature.
Our literaturereview only coverswork on registration or integration
of dense range data captured by an active range scanner, and where
the product of the integration is a polygon mesh.

2.1 Registration

Twothemesdominatework inrangeimageregistration: matching
of “created” featuresin theimagesto be matched, and minimization
of distancesbetween al points on the surface represented by the two
images. In the first category, Wada and co-authors performed six
degree of freedom registration by matching distinctive facets from
the convex hulls of range images [Wada 93]. They computed a
rotation matrix from corresponding facetsusing aleast squaresfit of
the normal vectors of the facets.

Inthesecond category, Champleboux and co-workersused adata
structure called an octree-spline that is a sampled representation of
distancesto an object’ s surface [Champleboux 92]. Thisgavethem
arapid way to determine distances from a surface (and the distance
gradient) with a low overhead in storage. Chen and Medioni
establish acorrespondence between pointson onesurfaceand nearby
tangent planes on the other surface [Chen 92]. They find arigid
motion that minimizes the point-to-tangent collection directly and
theniterate. Besl and McKay use an approach they call theiterated
closest-point agorithm [Besl 92]. This method finds the nearest
positionson one surfaceto acollection of pointson the other surface
and then transforms one surface so as to minimize the collective
distance. They iterate this procedure until convergence.

Our registration method fallsinto the general category of direct
distance minimization algorithms, and is an adaptation of [Besl 92].
It differsin that we do not require that one surface be a strict subset
of the other. It is described in Section 4.

2.2 Integration

Integration of multiple range scans can be classified into struc-
tured and unstructured methods. Unstructured integration presumes

that one has a procedure that creates a polygonal surface from an
arbitrary collection of pointsin 3-space. Integration inthiscaseis
performed by collecting together al the range points from multiple
scans and presenting them to the polygonal reconstruction proce-
dure. The Delaunay triangulation of a set of pointsin 3-space has
been proposed as the basis of one such reconstruction method
[Boissonnat 84]. Another candidate for surface reconstruction is a
generalization of the convex hull of a point set known as the alpha
shape[Edel sbrunner 92]. Hoppe and co-authors use graph traversal
techniques to help construct a signed distance function from a
collection of unorganized points [Hoppe 92]. Anisosurface extrac-
tion technique produces apolygon mesh from thisdistance function.

Structured integration methods make use of information about
how each point was obtained, such asusing error boundsonapoint’s
position or adjacency information between points within one range
image. Soucy and L aurendeau useastructured i ntegration technique
to combine multiple range images [Soucy 92] that is similar in
several respectsto our algorithm. Given nrangeimagesof an object,
they first partition the points into a number of sets that are called
common surface sets. The range points in one set are then used to
create agrid of triangles whose positions are guided by a weighted
average of the pointsin the set. Subsets of these grids are stitched
together by aconstrained Delaunay triangulationin one of n projec-
tionsonto aplane. We compare our method to Soucy’ sin Section 7.

3 Structured Light Range Scanners

In this section we describe the operating principles of range
scanners based on structured light. We do this because it highlights
issues common to many range scanners and also because the range
images used in this article were created by such a scanner.

3.1 Triangulation

Structured light scanners operate on the principle of triangulation
(see Figure 1, left). One portion of the scanner projects a specific
pattern of light onto the object being scanned. This pattern of light
isobserved by thesensor of the scanner along aviewing directionthat
is off-axis from the source of light. The position of theilluminated
part of the object is determined by finding the intersection of the
light’s projected direction and the viewing direction of the sensor.
Positionscan beaccumul ated acrossthelength of theobject whilethe
object is moved across the path of the projected light. Some of the
patternsthat have been used in such scannersinclude aspot, acircle,
aline, and several linesat once. Typically thesensorisaCCD array
or alateral effect photodiode.

The scanner used for the examples in this paper is a Cyberware
Model 3030 MS. It projectsavertical sheet of He-Nelaser light onto
thesurfaceof anobject. Thelaser sheetiscreated by spreadingalaser
beam using acylindrical lensinto asheet roughly 2 mm wideand 30
cm high. The sensor of the Cyberware scanner isa 768 x 486 pixel
CCD array. A typical CCD image shows a ribbon of laser light
running from the top to the bottom (see Figure 2). A range point is
created by looking across a scanline for the peak intensity of this
ribbon. A range point’s distance from the scanner (the “depth”) is
given by the horizontal position of this peak and the vertical position
of therange point isgiven by the number of the scanline. Findingthe
peaksfor each scanlinein oneframe givesan entire column of range
points, and combining the columns from multiple frames as the
object is moved through the laser sheet gives the full range image.

3.2 Sourcesof Error

Any approach to combining range scans should attempt to take
into account the possible sourcesof error inherent inagiven scanner.
Two sources of error are particularly relevant to integration. Oneis
aresult of light falling on the object at a grazing angle. When the
projected light falls on a portion of the object that is nearly parallel
tothelight’ spath, the sensor seesadim and stretched-out version of
the pattern. Finding the center of the laser sheet when it grazes the
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Figure 1. Structured light triangulation (left) and false edge extension in the presence of a partially illuminated edge (right).

object becomes difficult, and this adds uncertainty to the position of
therangepoints. Thedegreeof uncertainty at agivenrangepoint can
be quantified, and we make use of suchinformation at several stages
in our approach to combining range images.

A second source of inaccuracy occurswhen only aportion of the
laser sheet hits an object, such as when the laser sheet falls off the
edge of abook that is perpendicular to the laser sheet (see Figure 1,
right). Thisresultsin afal se position becausethe peak-detection and
triangulation method assumes that the entire width of the sheet is
visible. Such an assumption resultsin edges of objectsthat are both
curled and extended beyond their correct position. This false
extension of asurfaceat edgesisanissuethat needsto be specifically
addressed when combining range images.

3.3 Creating Triangle M eshes from Range I mages

Weuseamesh of trianglesto represent therangeimage dataat all
stagesof our integration method. Each samplepointinthemxnrange
imageisapotential vertex inthetrianglemesh. Wetake special care
toavoidinadvertently joining portionsof thesurfacetogether that are
separated by depth discontinuities (see Figure 3).

To build amesh, we create zero, one or two triangles from four
points of arange image that are in adjacent rows and columns. We
find the shortest of the two diagonal s between the pointsand usethis
toidentify thetwotripletsof pointsthat may becometriangles. Each
of these point triples is made into atriangle if the edge lengths fall
below adistancethreshold. Let sbethemaximum distance between
adjacent range pointswhen we flatten the rangeimage, that is, when
we don’t include the depth information (see Figure 3). Wetake the
distance threshold be a small multiple of this sampling distance,
typically 4s. Although having such adistancethreshold may prevent
joining some range points that should in fact be connected, we can
rely on other rangeimages (those with better views of thelocationin
question) to give the correct adjacency information.
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Figure2: Light-stripe projected on vase (left) and
corresponding CCD image (right).

Thiswillingnessto discard questionable datais representative of
adeliberate overall strategy: to acquire and process|arge amounts of
data rather than draw hypotheses (possibly erroneous) from sparse
data. Thisstrategy appearsin several placesin our agorithm.

4 Registration of Range I mages

Once atriangle mesh is created for each range image, we turn to
thetask of bringing corresponding portionsof different rangeimages
into alignment with one another. If al range images are captured
using a six-degree of freedom precision motion device then the
information needed to register them is available from the motion
control software. This is the case when the object or scanner is
mounted on arobot arm or themotion platform of aprecision milling
machine. Inexpensive motion platforms are often limited to one or
two degrees of freedom, typically translation in asingledirection or
rotation about an axis. One of our goalsisto create an inexpensive
system. Consequently, we employ aregistration method that does
not depend on measured position and orientation. With our scanner,
which offers translation and rotation around one axis, we typically
takeonecylindrical andfour transl ational scansby movingtheobject
with the motion device. To capture the top or the underside of the
object, we pick it up by hand and place it on its side. Now the
orientation of subsequent scans cannot be matched with those taken
earlier, and using a registration method becomes mandatory.

4.1 Iterated Closest-Point Algorithm

This section describes a modified iterated closest-point (ICP)
algorithmfor quickly registering apair of meshescreated from range
images. Thismethod allowsauser to crudely align onerangeimage
with another on-screen and then invoke an algorithm that snaps the
position of one range image into accurate alignment with the other.

The iterated closest-point of [Besl 92] cannot be used to register
rangeimagesbecauseit requiresthat every point on onesurface have
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so should not

connect \

direction of
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Figure 3: Building triangle mesh from range points.



Figure4: Finding corresponding pointsfor meshregistration.
Dotted arrows show matches that should be avoided because
they will cause mesh B to be erroneously dragged up and | eft.

a corresponding point on the other surface. Since our scans are
overlapping, we seldom produce data that satisfiesthisrequirement.
Thuswe have developed our own variant of thisalgorithm. Itssteps
are:

1) Find the nearest position on mesh A to each vertex of mesh B.

2) Discard pairs of points that are too far apart.

3) Eliminate pairsin which either pointsis on a mesh boundary.

4) Find the rigid transformation that minimizes a weighted
least-squared distance between the pairs of points.

5) Iterate until convergence.

6) Perform ICP on a more detailed mesh in the hierarchy.

Instep 1, itisimportant to notethat we arelooking for the 3-space
position A on the surface of mesh Athat is closest to agiven vertex
B, of mesh B (seeFigure 4). The nearest point A may be avertex of
A may be a point within atriangle, or may lie on atriangle’ s edge.
Allowing these points A to be anywhere on a C° continuous surface
means that the registration between surfaces can have greater accu-
racy than the spacing s between range points.

4.2 Constraintson |CP

Our ICP agorithm differsfrom Besl’ sin several ways. First, we
have added a distance threshold to the basic iterated closest-point
method to avoid matching any vertex B, of one meshto aremote part
of another mesh that islikely to not correspond to B, Such avertex
B, from mesh B might befromaportion of the scanned obj ect that was
not captured inthemesh A, and thus no pairing should bemadeto any
pointonA. Wehavefoundthat excellent registrationwill result when
this distance threshold is set to twice the spacing s between range
points. Limiting the distance between pairs of corresponding points
allows us to perform step 2 (eliminating remote pairs) during the
nearest points search in step 1.

The nearest points search can be accelerated considerably by
placing the mesh verticesin auniform subdivision of space based on
the distance threshold. Because the triangle size is limited in the
mesh creation step, we can search over al triangles within a fixed
distanceand guaranteethat wemissno nearby portionof any triangle.
Becausewewill usethisconstrained nearest-point search againlater,
itisworthgivinganametothisquery. Letnearest_on_mesh(P,d,M)
be aroutine that returns the nearest position on amesh M to agiven
point P, or that returns nothing if there is no such point within the
distance d.

Second, we have added the restriction that we never allow
boundary points to be part of a match between surfaces. Boundary
pointsarethose pointsthat lieonthe edge of atriangleand wherethat
edgeisnot shared by another triangle. Figure4 illustrates how such
matchescan drag ameshinacontrary directiontothemajority of the
point correspondences.

4.3 Best Rigid Motion

Theheart of theiterated closest-point approachisinfindingarigid
transformation that minimizes the least-squared distance between

the point pairs. Berthold Horn describes a closed-form solution to
this problem [Horn 87] that is linear in time with respect to the
number of point pairs. Horn'smethod finds the trandlation vector T
and the rotation R such that:

n
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is minimized, where A and B, are given pairs of posmons in
3-spaceand B, isthecentroid of the B.. Hornshowed that Tisjust the
differencebetweenthecentroid of the pointsA andthecentroid of the
points B. R is found by constructing a cross-covariance matrix
between centroid-adjusted pairsof points. Thefinal rotationisgiven
by a unit quaternion that is the eigenvector corresponding to the
largest eigenvalue of amatrix constructed from the elements of this
cross-covariance matrix. Detailscan befoundinboth[Horn 87] and
[Besl 92].

Aswediscussed earlier, not all range points have the same error
bounds on their position. We can take advantage of an optional
weighting termin Horn' s minimization to incorporate the positional
uncertainties into the registration process. Let avauein the range
from O to 1 called confidence be a measure of how certain we are of
a given range point’s position. For the case of structured light
scanners, we take the confidence of apoint P on amesh to be the dot
product of the mesh normal N at P and the vector L that points from
P to thelight source of the scanner. (We takethe normal at P to be
the average of the normals of thetrianglesthat meet at P.) Addition-
ally, we lower the confidence of vertices near the mesh boundaries
to take into account possible error due to false edge extension and
curl. Wetakethe confidence of apair of corresponding pointsA and
B, fromtwomeshesto betheproduct of their confidences, andwewill
usew to represent thisvalue. The problemisnow tofind aweighted
|east-squares minimum:

n
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The weighted minimization problem is solved in much the same
way asbefore. Thetrandlation factor Tisjust thedifference between
theweighted centroids of the corresponding points. Thesolutionfor
R is described by Horn.

4.4 Alignment in Practice

The above registration method can be made faster by matching
increasingly more detailed meshes from a hierarchy. We typically
use amesh hierarchy in which each mesh uses one-forth the number
of range points that are used in the next higher level. The less-
detailed meshesinthishierarchy areconstructed by sub-samplingthe
rangeimages. Registrationbeginsby running constrained |ICPonthe
lowest-level mesh and then using the resulting transformation asthe
initial position for the next level up in the hierarchy. The matching
distance threshold d is halved with each move up the hierarchy.

Besl and M cK ay describehow to uselinear and quadratic extrapo-
lation of the registration parameters to accelerate the alignment
process. We usethistechniquefor our alignment at each level inthe
hierarchy, and find it workswell in practice. Details of this method
can be found in their paper.

The constrained |CP algorithm registers only two meshes at a
time, and thereisno obviousextensionthat will register threeor more
meshes simultaneously. This is the case with al the registration
algorithms we know. |f we have meshes A, B, C and D, should we
register A with B, then B with C and finally C with D, perhaps
compounding registration errors? \We can minimizethis problem by
registering al meshes to a single mesh that is created from a
cylindrical rangeimage. Inthisway thecylindrical rangeimageacts
as a common anchor for al of the other meshes. Note that if a
cylindrical scan covers an object from top to bottom, it captures all
thesurfacesthat lieonthe convex hull of theobject. Thismeansthat,



for almost all objects, there will be some common portions between
the cylindrical scan and al linear scans, athough the degree of this
overlap depends on the extent of the concavities of the object. We
used such a cylindrical scan for alignment when constructing the
models shown in this paper.

5 Integration: Mesh Zippering

The central step in combining range images is the integration of
multipleviewsintoasinglemodel. Thegoal of integrationistoarrive
at adescription of the overall topology of the object being scanned.
Inthissectionweexaminehow two triangle meshes can be combined
into asingle surface. The full topology of a surface is realized by
Zippering new range scans one by one into the final triangle mesh.

Zippering two triangle meshes consists of three steps, each of
which we will consider in detail below:

1) Remove overlapping portions of the meshes.
2) Clip one mesh against another.
3) Remove the small triangles introduced during clipping.

5.1 Removing Redundant Surfaces

Before attempting to join a pair of meshes, we eat away at the
boundaries of both meshes until they just meet. We remove those
trianglesin each mesh that arein some sense“ redundant,” in that the
other mesh includes an unbroken surface at that same position in
space. Although thisstep removestrianglesfromthemeshes, weare
not discarding data since all range points eventually will be used to
find the consensusgeometry (Section 6). Giventwo triangle meshes
A and B, hereisthe process that removes their redundant portions:

Repeat until both meshes remain unchanged:
Remove redundant triangles on the boundary of mesh A
Remove redundant triangles on the boundary of mesh B

Before we can remove a given triangle T from mesh A, we need
to determine whether the triangleis redundant. We accomplish this
by querying mesh B usingthenearest_on_mesh() routinethat was
introduced earlier. In particular, we ask for the nearest positionson
mesh B to the vertices V,, V, and V, of T. We will declare T to be
redundant if the three queries return positions on B that are within a
tolerancedistanced andif noneof thesepositionsareontheboundary
of B. Figure 7 shows two overlapping surfaces before and after
removing their redundant triangles. In some cases this particular
decision procedurefor removing triangleswill leavetiny gapswhere
themeshesmeet. Theresulting holesarenolarger thanthemaximum
trianglesizeandwecurrently fill theminan automatic post-processing
step to zippering. Using the fast triangle redundancy check was an
implementation decision for the sake of efficiency, not a necessary
characteristic of our zippering approach, and it could easily be
replaced by a more cautious redundancy check that leaves no gaps.
We have not found this necessary in practice.

If we have ameasure of confidence of the vertex positions (aswe
do for structured light scanners), then the above method can be
altered to preserve the more confident vertices. When checking to
seeif theverticesV,, V, and V, of T lie within the distance tolerance
of mesh B, we also determine whether at |east two of these vertices
have alower confidence measurethan the nearby pointsonB. If this
is the case, we alow the triangle to be removed. When no more
trianglescan beremoved fromtheboundariesof either mesh, wedrop
this confidence value restriction and continue the process until no
morechangescanbemade. Thisprocedureresultsinapair of meshes
that meet along boundaries of nearly equal confidences.

5.2 Mesh Clipping

We now describe how triangle clipping can be used to smoothly
join two meshes that slightly overlap. The left portion of Figure 5
showstwo overlapping meshesand theright portion showstheresult
of clipping. Let usexaminetheclipping processin greater detail, and

for the time being make the assumption that we are operating on two
meshes that lie in acommon plane.

Toclipmesh Aagainst theboundary of meshBwefirst needtoadd
new vertices to the boundary of B. Specifically, we place a new
vertex wherever an edge of a triangle from mesh A intersects the
boundary of mesh B. Let Q be the set of al such new vertices.
Together, thenew verticesin Q and theold boundary verticesof mesh
B will form acommon boundary that the triangles from both meshes
will share. Oncethisnew boundary isformed weneedtoincorporate
the vertices Q into the triangles that share thisboundary. Triangles
from mesh B need only to be split once for each new vertex to be
incorporated (showninFigure5, right). Thenweneedtodivideeach
border triangle from A into two parts, one part that lies inside the
boundary of B that should be discarded and the other part that lies
outside of this boundary and should be retained (See Figure 5,
middle). The vertices of the retained portions of the triangle are
passed to a constrained triangulation routine that returns a set of
trianglesthat incorporatesall the necessary vertices(Figure5, right).

The only modification needed to extend this clipping step to
3-spaceisto determine precisely how to find the points of intersec-
tion Q. In 3-space the edges of mesh A might very well pass above
or below the boundary of B instead of exactly intersecting the
boundary. To correct for thiswe“thicken” the boundary of mesh B.
In essence we create awall that runs around the boundary of B and
that is roughly perpendicular to B at any given location along the
boundary. The portion of thewall at any given edge Eisacollection
of four triangles, asshownin Figure6. Tofindtheintersection points
with the edges of A, we only need to note where these edges pass
through the wall of triangles. We then move this intersection point
down to the nearest position on the edge E to which the intersected
portion of the wall belongs. Therest of the clipping can proceed as
described above.

5.3 Removing Small Triangles

The clipping process can introduce arbitrarily small or thin
trianglesinto amesh. For many applicationsthis does matter, butin
situations where such triangles are undesirable they can easily be
removed. Weusevertex deletiontoremovesmall triangles: if any of
atriangle saltitudesfall below auser-specified threshold we delete
one of the triangle's vertices and al the triangles that shared this
vertex. We then use constrained triangulation to fill the holethat is
left by deleting these triangles (see [Bern 92]). We preferentially
delete vertices that were introduced as new vertices during the
clipping process. If al of atriangle’s vertices are original range
points then the vertex opposite the longest side is deleted.

Mesh A Mesh B Retain

clip boundary Final triangles

Figure5: Mesh Aisclipped against the boundary of mesh B.
Circles (left) show intersection between edges of A and B's
boundary. Portionsof trianglesfrom Aarediscarded (middle)
and then both meshes incorporate the points of intersection

(right).



Surface of
Triangle Mesh

boundary
Mesh boundary

Figure 6: Thickened boundary for clipping in 3-space.

5.4 False Edge Extension

As described in Section 3.2, range points from a structured light
scanner that are near an object’s silhouette are extended and curled
away from thetrue geometry. These extended edgestypically occur
at corners. If thereisat least one scan that spans both sides of the
corner, then our method will correctly reconstruct the surface at the
corner. Since we lower the confidence of a surface near the mesh
boundaries, triangles at the fal se edge extensionswill be eliminated
during redundant surfaceremoval becausethereare nearby triangles
with higher confidencein the scan that spansthe corner. For correct
integration at acorner, itistheuser’ sresponsibility to provideascan
that spans both sides of the corner. Figure 7 illustrates correct
integration at a corner in the presence of false edge extension.
Unfortunately, no disambiguating scan can be found when an object
ishighly curved such as athin cylinder.

Although the problem of false edge extension is discussed in the
structured light literature [Businski 92], we know of no paper on
surface integration from such range images that addresses or even
mentions thisissue. We are also unaware of any other integration
methods that will correctly determine the geometry of a surface at
locationswheretherearefa seextensions. Our group hasdeveloped

amethod of reducing fal se edge extensions when creating the range
images (to appear in a forthcoming paper) and we are exploring
algorithms that will lessen the effect of such errors during integra-
tion. Itisour hopethat by emphasizing thisissuewewill encourage
others to address this topic in future research on range image
integration.

6 Consensus Geometry

When we have zippered the meshes of al the range images
together, the resulting triangle mesh captures the topology of the
scanned object. Thismesh may be sufficient for some applications.
If surface detail is important, however, we need to fine-tune the
geometry of the mesh.

The final model of an object should incorporate all the informa-
tion available about surface detail from each range image of the
object. Some of thisinformation may have been discarded whenwe
removed redundant trianglesduring mesh zippering. Were-introduce
the information about surface detail by moving each vertex of our
zippered mesh to a consensus position given by aweighted average
of positionsfromtheoriginal rangeimages. Verticesaremoved only
in the direction of the surface normal so that features are not blurred
by lateral motion. This isin contrast to unstructured techniques
which tend to blur small featuresisotropically. Our preference for
averaging only in the direction of the surface normal isbased on the
observation that most pointsin range scans are generally accurately
placed with respect to other points in the same scan, but may differ
between scans due to alignment errors such as uncorrected optical
distortion in the camera. Let M, M,,..., M_ refer to the original
triangle meshes created from therangeimages. Then thethree steps
for finding the consensus surface are:

1) Find alocal approximation to the surface normal.

2) Intersect aline oriented along this normal with each original
range image.

3) Form aweighted average of the points of intersection.

Figure7: Left (top and bottom): Meshes created from two rangeimages of atelephone. Red denoteslocationsof high confidence
and blue showslow confidence. Notethelow confidence at the edgesto account for false edge extensions. Top middle: Thetwo
meshes(colored red and white) after alignment. Bottommiddle: Close-up of aligned meshesthat showsajagged ridgeof triangles
that isthe false edge extension of the white mesh at acorner. Top right: The meshes after redundant surface removal. Bottom

right: The meshes after zippering.



Figure8: Photograph of aplastic dinosaur model (left) and apolygon mesh created by registering and zippering together 14 range
images that were taken of the model (right). The mesh consists of more than 360,000 polygons.

Figure9: Left: Thismodel of atelephone handset was created by zippering together meshes from ten rangeimages. The mesh
consists of more than 160,000 triangles. Right: The final positions of the vertices in the mesh have been moved to an average
of nearby positionsin the original range images. We call this the consensus geometry.



We approximate the surface normal N at a given vertex V by
taking an average over al vertex normasfromtheverticesin al the
meshes M, that fall within a small sphere centered at V. We then
intersect each of the meshes M, with theline passing through V along
thedirection N. Let P be the set of al intersections that are near V.
Wetakethe consensus position of Vto betheaverageof all the points
inP. If we haveameasure of confidencefor positionson ameshwe
use this to weight the average.

7 Resultsand Discussion

Thedinosaur model shownin Figure 8 was created from 14 range
images and contains more than 360,000 triangles. Our integration
method correctly joined together the meshes at all locations except
onthehead wheresomeholesduetofal seedgeextensionswerefilled
manually. Such holes should not occur once we eliminate the false
extensionsin therangeimages. Thedinosaur model was assembled
from alarger quantity of range data (measured either in number of
scansor number of range points) than any published model knownto
us. Naturally, weplanto explorethe use of automatic simplification
methods with our models [Schroeder 92] [Turk 92] [Hoppe 93].
Figure 9 shows amodel of a phone that was created from ten range
images and contains over 160,000 triangles. The mesh on theright
demonstrates that the consensus geometry both reduces noise from
the rangeimages without blurring the model’ sfeatures and al so that
it eliminates discontinuities at zippered regions.

A key factor that distinguishes our approach from those using
unstructured integration ([Hoppe 92] and others) isthat our method
attemptsto retain as much of the triangle connectivity asis possible
from the meshes created from the origina range images. Our
integration process concentrates on aone-dimensional portion of the
mesh (the boundary) instead of across an entire two-dimensional
surface, and this makes for rapid integration.

Our algorithm shares several characteristicswith the approach of
Soucy and Laurendeau, whichisal soastructured integration method
[Soucy 92]. The most important differenceisthe order in which the
two methods perform integration and geometry averaging. Soucy’s
method first creates the final vertex positions by averaging between
rangeimagesand then stitchestogether the common surface sets. By
determining geometry before connectivity, their approach may be
sensitive to artifacts of the stitching process. This is particularly
undesirable becausetheir method can create seamsbetween as many
as 2" common surface sets from n range images. Such artifacts are
minimized in our approach by performing geometry averaging after
Zippering.

In summary, we use zippering of triangle meshes followed by
refinement of surface geometry to build detailed modelsfrom range
scans. Weexpect that inthe near future rangeimage technol ogy will
replace manual digitization of modelsin several application areas.

8 FutureWork

Thereareseveral open problemsrelated to integration of multiple
range images. Oneissue is how an algorithm might automatically
determine the next best view to capture more of an object’ s surface.
Another important issueismerging reflectanceinformation (includ-
ing color) with the geometry of an object. Maybe the biggest
outstanding issueis how to create higher-order surface descriptions
such as Bezier patches or NURBS from range data, perhaps guided
by a polygon model.
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