
Other random variables .

-

So far :

Discrete Continuous
- -

uniform uniform
Binomial

geometric Exponential
Bernoulli

Poisson Normal (Gaussian)

strategy : D underlying physical experiment
2) Limiting procedure



Poisson ( Approximation to Binomial )
Binomial
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Xia {
1 P independent
o l - p & identically

distributed

P(X=k) = b. ( K , n ,pJ= (E) PKG - pjn
-k

setting : nooo , p→o , np→ a

Practically : n large , p is small , up moderate
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PCK , d) = dY is a valid probability mass function
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If n is Poisson distributed :
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Events occur over time
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• Divide interval of time Coit] into small intervals

of size In (n is large)

•
Event occurs in a small interval with probability p
that is small

• During interval Coit] , I have I nt small interval
( trials in a binomial Rv )



blk , nt , p )
& K ← prob . of event

# events # trials
in Coit]

• Let's assompe that up→ a (np does not vanish)

Cnp does not go to a)

• ntp → at

P ( K events in [o , t] ) = Cdt)ke- it (Poisson approx)

# events in Coit]

is a discrete quantity Ego , 1,43, - - - - }
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So Npn does not go to zero

npm does not go to infinity either because this means
we expect infinitely many event in any small interval t .



let T = time untie the first event

( continuous quantity )
P ( Tst) = ?

example : t -- to see

what's the prob . that the first event occurs
within to see ?

This means within to see I have one or more

events .
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P ( T > t -12 IT > z)
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I waited for 2 and nothing happened
what's the prob .

that I have to wait for an

additional time t
•
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Waiting for the additional time t , has the Saverne prob .

as waiting for t starting at time o .



Bayes rule with densities
men
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[see below]
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In general
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